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ABSTRACT

As a subfield of software engineering, artificial intelligence (Al) is still new com-
pared to other established disciplines such as mechanical engineering or physics.
Because of this, writing conventions used within academic research for Al are not
as established, meaning that guides are sparse and it is more difficult for incom-
ing members to learn how to properly write a well-structured paper in Al This
paper presents an exploratory study on what the AI community values in research
by open coding a corpus of papers from the 2018 International Conference on
Learning Representations. We present our findings and provide our analysis on
the sections that a good Al research paper should emphasize: related literature,
robust experimentation, and specific future implementations.

Keywords: research design, research paradigms, artificial intelligence, academic
writing

1 INTRODUCTION

With the recent developments in software engineering, artificial intelligence (AI) has grown in the
past decade as a research field. Every year, more and more Al papers are published in various work-
shops and conferences as academic discourse within the field continues to expand. This increasing
trend in academic papers begs the question: what determines a successful paper in this field?

In academic writing, the conventions used are often reflective of the specific field. For example,
there are well-known research paradigms in other fields of science and engineering such as the
experimental models of physics and the double-blind methods of medicine (Shaw, 2003)). However,
since software engineering has yet to develop its defining research paradigm, there have been no
significant research paradigms or models; the most prominent research is a detailed overview and
categorization of recent design trends and approaches in software engineering research (Shaw, 2003
Theisen et al., [2017). For artificial intelligence in particular, only a few guides have been published
online but, even then, they are typically based on personal experiences and judgements; for example,
a researcher has shared a popular Al research guide based on his time spent doing research at MIT
(Silver). The most concrete guide online is written by the top Al conference, NeurIPS, yet is too
brief to give substantial advice (Welling & Ghahramanil).

The goal of this paper is to explore what aspects of academic papers are considered indispensable by
the artificial intelligence community. Specifically, what are some of the criteria for a good artificial
intelligence paper, and what are some examples that can better illustrate these points?

Using a database of papers from the 2018 International Conference for Learning Representations
(an annual conference that is ranked second for artificial intelligence research by GoogleScholar),
we examine what makes a paper successful or, in this case, admitted to the conference. We do so by
analyzing the revisions researchers have made to their papers between the first submitted draft and
the finalized admitted paper.

The results show that there are two significant sections in academic writing that the artificial intel-
ligence research community favors: related works and experimentation. Through this research, this



paper hopes to provide some insight on what the current community values to guide starting writers
in this field.

1.1 RELATED WORKS

Very little has been published about discourse conventions of academic writing in software engi-
neering. A particular work published in the 2003 IEEE conference, however, analyzes the trends
and statistics of research papers submitted to the 2002 ICSE conference (Shaw| 2003). This work
is formatted as both a guide and a collection of data, categorizing the different research question
types, result types, and validation types of software engineering papers. It then offers advice to
other researchers and introduces the most common writing techniques in this field. Although this
work provides software engineers with substantial evidence and helpful advice, it is outdated and its
corpus is too broad, as it uses papers from all fields of software engineering.

This study instead focuses on more current research pertaining to the field of AI. As mentioned pre-
viously, the conference committee for NeurIPS, the Conference on Neural Information Processing
Systems, has published an informal guide on how to design a good research paper for artificial in-
telligence conferences (Welling & Ghahramani). The committee walks through the different types
of Al research papers and the criteria for each. However, this guide is brief, lacks examples, and is
targeted toward experienced researchers. In comparison, this research is more exploratory and will
present more qualitative and quantitative evidence in terms of Al writing conventions.

2 METHODOLOGY

This research analyzes 15 oral papers from the 6th International Conference on Learning Represen-
tations (ICLR 2018). These papers are accessible through the OpenReview database, which allows
users to view both poster and oral papers accepted to the conference. This corpus was chosen be-
cause of its accessibility to the public: its revisions, reviews, and ratings can be accessed by any
curious user. In addition, we have limited our immense corpus to only include the oral papers in-
stead of the poster papers, as oral papers are often suited for topics that attract wider audiences and
whose main ideas can be grasped within the time limits of a presentation (ACL, 2017). The selection
of 15 papers is randomly chosen from an initial database of 23 papers.

In these conferences, there is often a reviewing period after a paper is first submitted. After this
review period, authors are able to make changes to their submission up until the final conference.
For this research in particular, we will be analyzing the differences between the first submitted paper
and the final paper presented at the conference. We find that these paper revisions will be beneficial
in reflecting what the artificial intelligence community values because of the iterative process of peer
review.

3 RESEARCH PROCESS

3.1 DATA

In “Guidelines for Writing a Good NIPS Paper” from the NIPS 2006 Program Committee, we find
that our corpus of papers extracted from the ICLR 2018 conference are categorized as “Control and
Reinforcement Learning” papers. These papers can be further organized by their purpose:

e Proposes new algorithm or model
e Proposes an algorithm with improved analysis

e Proves certain task is difficult or impossible

It was observed that these papers often combine some of the points listed above to craft their re-
search. The most common of these papers will find some error within a current algorithm or design
through an experimental model then propose a newer and better implementation. We can therefore
presume that academic research in Al—especially in this conference—has a very specific writing
procedure that takes from one or multiple of the above research styles.



3.2 OPEN CODING

For every paper, both the original text and revised text are placed side-by-side and compared. Text
that was deleted from the original paper is highlighted in red. Text that was added in the revised
paper is highlighted in green, as shown in Figure 1.
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o Improved generalization (compared to Ngram). Ngram models and high-dimensional Softmax
(CI. Section 2.3) improve the expressiveness but do not generalize well. In contrast, Mo$ does
not have a generalization issue due to the following reasons. First, MoS defines the following
generative process: a discrete latent variable k is first sampled from {1+~ K}, and then the
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next token is sampled based on the k-th Softmax component. By doing so we introduce an

Figure 1: Using pdfdiff to analyze the texts

Here, a qualitative research method called open coding is used (Gibbs| 2007} [Saldafia, 2009). Every
significant change is labeled, and this is repeated for every paper. Minor revisions involving gram-
matical structure and spelling are omitted from the labelling process. After this first step, the labels
are grouped into various categories. Note that this process is best done with a group rather than an
individual researcher, as the collected labels may possibly be biased (Khandkar).

Five major categories have fit the labelled revisions of the open coded papers. The characteristics and
statistics of every revision are summarized below (more detailed data can be found in the Appendix):

o Related Work (12 out of 15 of papers analyzed): This is every revision where the authors
have added at least two lines of additional background to the paper, often in their “Related
Works” section. In this case, they failed to properly credit or mention another related piece
of work, so they have corrected this by adding additional literature.

e Additional Experimentation (8 out of 15 papers analyzed): For this type of revision, the
authors have added additional findings to their experiments mostly in the ”"Experiments”
and ”Data” sections. They either appended entire rows or columns to their data or intro-
duced entirely new tests with different parameters and metrics. There is a noticeable change
in their presented data and subsequent analysis.

o Future Applications (7 out of 15 papers analyzed): In this case, the authors have added
at least two lines of additional future work to their paper, often in the “Future Work”,
“Discussion”, or “Conclusion” sections. The authors did not thoroughly state how their
work will have an impact, in addition to any future implementations or experimentations
for their model.

o Mathematical Clarity (5 out of 15 of papers analyzed): In this revision, the authors were
not mathematically clear enough in their proofs or theorems, often adding more explanation
or changing variables. Since many papers make some minor edits on their proofs, this
category has been limited to only including papers that have changed entire sections or
paragraphs of their theorems or proof.

e Writing Clarity (4 out of 15 of papers analyzed): In this revision, authors were not clear
enough about what they were trying to achieve in their research. Most papers are well-



written, but many papers do have minor edits in language. Thus, this category has been
limited to only including papers that have changed entire sections or paragraphs to explain
the purpose of their research better.

4 ANALYSIS

In our analysis, we further explore the top three revisions we found through analyzing our corpus:
“Related Work,” “Additional Experimentation,” and “Future Applications”. A few examples of each
instance are provided and explained on how they might apply to the values in the Al research field.

4.1 REVISION: RELATED WORKS

From our corpus, we have found that many papers made major revisions to their "Related Works”
sections. This is often pointed out in the community through peer reviews, where other researchers
will mention how the authors have forgotten to mention a crucial piece of work in their paper. This
revision is often a result of not being aware of related literature.

4.1.1 EXAMPLE

In the paper ”On the insufficiency of existing momentum schemes for Stochastic Optimization” by
Kidambi et al.|(2018)), we can see that the authors have made some heavy revisions in the “Related
Work™ section. In Figure 2, they have added two entire sections named “Understanding Stochastic
Heavy Ball” and “Accelerated and Fast Methods for finite-sums.” These sections were added because
of the community response to the brevity of the “Stochastic first order methods” section in the
original draft. By further elaborating on other stochastic methods in the field of Al, the authors can
establish precisely how their work impacts the community, an explanation that was not as apparent
in the first draft. This would greatly benefit other researchers by directing them to similar works or
seeing the relationship between this experiment and others.

4.1.2 APPLICATION

Although many other fields also require the research to mention other related literature, it seems
that there is a heavy emphasis on crafting a detailed and specific ”"Related Works” section in the Al
community. Most authors have continuously made adjustments and edits to their “Related Works”,
making sure to be as detailed as possible. By mentioning other works and how their research does not
conflict with past research, authors can better position their work and make their paper contribution
more significant.

6 RELATED WORK

2004), and this
First order oracle methods: The primary method in this family is Gradient Descent (GD) (Cauchy, 1964) (for g
1847). As mentioned previously, GD is suboptimal for smooth convex optimization (Nesterov,
2004), and this is addressed using momentum methods such as the Heavy Ball method (Polyak,
1964) (for quadratics), and Nesterov’s Accelerated gradient descent (Nesterov, 1983).

ressed using momentum methods such as the Heavy Ball method (Polyak,
and Nesterov's Accelerated gradient descent (Nesterov, 1983).

Stochastic first order methods and noise stability: The simplest method employing the SFO is
SGD (Robbins & Monro, 1951); the effectiveness of SGD has been immense, and its applicability
goes well beyond optimizing convex objectives. Accel SGD is a tricky proposition given the
SFO is Stochastic Gradient instability of fast gradient methods in dealing with noise, as evidenced by several nes
been immense, and its ap- which consider statistical (Proakis, 1974: Polyak, 1987; Roy & Shynk, 1990), numerical
D is a tricky proposition 1971; Greenbaum, 1989) and adversarial errors (d"Aspremont, 2008; Devolder et

Stochastic first order methods: The simplest method employi
Descent (Robbins & Monro, 1951)(SGD); the effectivencss of S
y goes well beyond optimizing convex objectives. Accelerat

aradient methods in dea \!mg with noise, as evidenced by several nega- result of Juin et al. (2017) developed the first provably accelerated SGD method for linear regression
ler both statistical (Proakis, 7; Roy & Shynk, 1990) and which achieved minimax rates, inspired by a method of Nesterov (2012b). Schemes of Ghadimi
der et al,, 2014). A result u Jun 7) developed the first prov- & Lan (2012; 2013); Dieuleveut et al. (2016), which indicate acceleration is possible with noisy
»\bl\r ccelerted SGD method for fnear regression inspired by a method of Nesterov (2012). Other gradients do not hold in the SFO model satisfied by algorithms that are run in practice (see Jain et al.
Schiemes such as Ghadimi & Lan (2012; 2013); Dieuleveut et al. (2016), which indicate acceleration (2017) for more details).

While HB (Polyak, 1964) and NAG (Nesterov, 1983) are known to be effective in case of exact first
8 order oracle, for the SFO, the theoretical performance of HB and NAG is not well understood.

Understanding Stochastic Heavy Ball: Understanding HB's performance with inexact gradients
Hhas boen considered in effots spaning seversl decades, in many communitis ke controls, opi-

as the iterates approach the minimizer. Proakis (19 (1990): Sharma et al. (1998)
Under review as a conference paper at ICLR 2018 suggest that the improved non-asymptotic rates offered by stochastic HB arose at the cost of worse
asymptotic behavior. We resolve these unquantified improvements on rates a
factors over SGD, in stark contrast to the gains offered by ASGD. Loizou &
their method as Stochastic HB but require stochastic gradients that nearly behave as exact gradients:
indeed, their rates match that of the standard HB method (Polyak, 1964). Such rates are not infor-
is possible with noisy gradients do not hold in the SFO model satisfied by algorithms that are run in ly possible (see Jain et al. (2017)), especially with a batch size of 1 o even with
practice (see Jain et al. (2017) for more details). [

While HB (Polyak, 1964) and NAG (Nesterov, 1983) are known to be effective in case of exact first
order oracle, for the SFO. the theoretical performance of HB and NAG is not well understood. Polyak
7) describes HB to be rather brittle when provided with noisy gradient estimates.

Pract ethods for training deep networks: Momenwm based methods employed with
stoch: adients (Sutskever el al., 2013) have become standard and very popular in’ practice.
‘These schemes tend to outperform standard SGD on several important practical problems. As previ-
usly mentioned, we atcbue this o0 effect of rather tha
by HB or NAG when working with stochastic gradients. Other schemes such as
et al., 2011), RMSProp (Tieleman & Hinton, 2012), Adam (Kingma &

portant and useful class of algorithms. The adv oifered by these methods arc or al o
the advantages offered by fast gradient methods: it is an important direction to explore aug
these methods with ASGD.

grad (Duchi

Accelerated and Fast Methods for finite-sums: There have been developments pertaining to faster
methods for inte-sums (als0 known as oflne tochasti optimization): amongst these ae methods

Thang, 2013, SAGA (Defario ot a. 2014), which offer linear convergence rates for strongly con-

sub-linear rates (Rakhlin et al., 2012). methods have
d variants (Shalev-Shwartz. & Zhang, 2014; Fro 0154; Lin
the entire

etal,, 2015; Def
training set in memory and taking mulhpl:
more, these methods require computing a b
9| training data points|)). For deep learni

over the same for guaranteed progress. Further-
gradient or require memory requirements (typically
problems, data augmentation is often deemed neces-

sary for achieving good performance; this implies computing quantities such as batch gradient (or
storage necessities) over this augmented d: s often infeasible. Such requirements are miti-

gated by the use of simple streaming methods such as SGD. ASGD, HB. NAG. For other technical
distinctions between the offline and online stochastic methods refer to Frostig et al. (2015b).

Figure 2: Comparison of related works between original and final draft



4.2 REVISION: ADDITIONAL EXPERIMENTATION

For this revision, the author has changed some parameters of their experiment or tested new models
and has incorporated new data into the paper. These data often appear as a new row in tables, or a
new labelling of the graph.

The significance of this revision is reflected in the community. The authors have ultimately re-
conducted their experiment during the revision process, most likely because of incomplete or incor-
rect data that had been pointed out by other reviewers. It could also be a part of the experiment that
the authors have simply overlooked, such as using different parameters or a more complex system
altogether.

4.2.1 EXAMPLE

The following example is pulled from the paper ”Synthetic and Natural Noise Both Break Neural
Machine Translation” by Belinkov & Bisk (2018). Here, we can see additional experimentation
being performed, as shown in Figures 3 and 4. Figure 4 represents material from the original paper
and shows how the performance of a neural machine translation (NMT) system degrades when
translating German to English as a function of the percent of German words modified (Belinkov &
Bisk, 2018). The two types of noise are shown, generated when the translated words are random
permutations or when adjacent letters are swapped. In the final paper, shown in Figure 4, the authors
have revised the chart. They added a second NMT system named Char2Char as comparison, with
yet another type of noise to be analyzed: human error. These are extra experiments that the authors
have conducted after their first draft, finding the first set of experimental data insufficient for their
research.
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Figure 1: Degradation of Nematus (Sennrich et al., 2017) performance as noise increases.

Figure 3: Graph from first draft
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Figure 1: Degradation of Nematus (Sennrich et al., 2017) and char2char (Lee et al., 2017)
performance as noise increases.

Figure 4: Graph from final paper



4.2.2 APPLICATION

There seems to be a shared sentiment in the Al community for more robust experimentation, as ex-
periments in artificial intelligence can often be retested faster than experiments in other disciplines.
In addition, AI models are often open-source, so experiments must often be replicable. Additional
experimentation will improve the model and results as a whole.

4.3 REVISION: FUTURE WORK

The community also values future work. This could mean mentioning other implementations of the
models they propose, or how their model can further improve Al research; proposed future work
should be specific and applicable to the field today.

4.3.1 EXAMPLE

This example is from the paper “Training and Inference with Integers in Deep Neural Networks” by
Wu et al.[(2018). An example of a revision in the “Future Works” section is shown in Figure 5. At
first, the authors do not mention specific ways their work influences the current field, saying they
“...mainly reduce bitwidths of operations and operands for an overall integer dataflow and introduce
many techniques to simplify the training process” (Wu et al., 2018)). After the revision, however,
they include more specifics, indicating how their work will not only “reduce the energy and area
costs,” but also how in the long run it will “greatly benefit mobile devices with on-site learning
capability” (Wu et al., 2018). To further support this statement, the authors have also included an
additional table showing the lower costs of their research, as seen in Figure 6. We can understand
the importance of authors explaining how their research specifically fits into their target field and
any possible long-term improvements that can be made.

4.3.2 APPLICATION

This revision shows that researchers are continuously building on what is published year by year. If
the paper does not clearly state how its research can be applied or implemented in current technology,
then it would be difficult for the community to appreciate its use. This is especially important in Al
research, as artificial intelligence models are constantly being shared and built upon one another.

5 DISCUSSION AND FUTURE WORK
5 DISCUSSION AND FUTURE WORK

The goal of this work is to demonstrate potentials of applying training and inference with low-
The goal of this work is to demonstrate potentials of applying training and inference with fixed- bitwidth integers in DNNs. Compared with FP16, 8-bit integer operations will not only reduce the
point integers in DNNs. We mainly reduce bitwidths of operations and operands for an overall energy and area costs for IC design (about 5. see Table [5). but also halve the memory accesses
integer dataflow and introduce many techniques to simplify the training process. However. there costs and memory size requirements during training, which will greatly benefit mobile devices with
are still some points not involved in this work but yet to be improved or solved in future algorithm on-site learning capability. There are some points not involved in this work but yet to be improved
developments and hardware deployments, or solved in future algorithm developments and hardware deployment.

Figure 5: Comparison of original draft to final draft

Table 5: Rough relative costs in 45nm 0.9V from Sze et al. (2017).

Energy(pl) Area(um?)
MUL ADD | MUL ADD
8-bit INT | 0.2pJ 0.03pJ | 282 36
16-bitFP | 1.1pJ 040pJ | 1640 1360
32-bitFP | 3.7p] 090pJ | 7700 4184

Operation

Figure 6: Table added in final draft

5 DISCUSSION AND FUTURE WORK

Although this is an exploratory study on the importance of certain sections within an Al research
paper, we have come up with a few recommendations based on the findings:

e Read as much surrounding literature as possible. Background research is extremely impor-
tant; make sure the contribution of your work is clear.



e State and keep track of any parameters for your research. Constantly run experiments and
tweak your results until your research questions are answered completely.

e Explicitly state what improvement your research would make in the community. Try to
quantify your improvements if you can; for example, showing that your model has higher
accuracy or a lower cost.

e Make sure your theorems and mathematical proofs are clear. Label all steps.
e As always, be as clear and concise as possible.

This study did have a few limitations due to the size of the corpus and research group. In the future,
we hope to analyze more artificial intelligence research outside of the scope of the ICLR conference.
We also hope to go through the open coding process with a research group to minimize individual
error and bias. With this, we believe we can make an in-depth guide for beginner researchers in Al,
or at least outline some of the conventions that are appearing in this field. We hope that our study
can act as a step in the right direction to formalize the academic writing processes in Al.
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Paper Revisions: Open Coding
*P = Present, NP = Not present

Additional Mathematical
Paper Name Final Reviewer Ratings Related Work E i i Future Work clarity ‘Weriting clarity
1 On the Convergence of Adam and Beyond 8 8 9 P NP NP P NP
Synthetic and Natural Noise Both Break Neural
2 Machine Translation 8 7 7 P P P NP NP
Multi-Scale Dense Networks for Resource
3 Efficient Image Classification 10 7 8 P P NP NP NP
Training and Inference with Integers in Deep
Neural Networks: 8/4, 7/3, 7/4, Design new
4 method 8 7 7 NP P P NP NP
5 Spherical CNNs 9 7 8 P P P NP P
Ask the Right Questions: Active Question
6 Reformulation with Reinforcement Learning 6 8 7 P P P NP NP
7 Wasserstein Auto-Encoders 8 8 8 P P NP NP NP
8 Spectral Normalization for GANs 7 8 7 P NP P NP NP
Progressive Growing of GANS for Improved
9 Quality, Variability, and Stability 8 8 8 P NP NP NP NP
AmbientGAN: Generative models from lossy
10 measurements 8 7 7 NP NP NP NP P
On the insufficiency of existing momentum
11 schemes for Stochastic Optimization 8 7 7 P NP NP 4 NP
Certifying Some Distributional Robustness
12 with Principled Adversarial Training 9 9 9 P P P P NP
Learning Deep Mean Field Games for
13 Modeling Large Population Behavior 10 3 3 P NP NP P P
Breaking the Softmax Bottleneck: A High-
14 Rank RNN Language Model 7 7 8 P P P P NP
Contmuous Adaptation vla Mela Leammg in
15 1 y and Comp 9 7 8 NP NP NP NP P
Total Number of Papers with Revision 12 8 7 5 4
% of Papers with Revision 0.8 0.533 0.467 0.333 0.267

Figure 7: Open Coding data
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fort = 1to7 do

= V/i(xe)
Breme—1 + (1= Big)ge
ve-1+ (1— Ba)gi
e = max(ie_1, v¢) and V; = dia
ren =1, (e arme /i)

end for

iAo Be

Algorithm 2 AMSGRAD

Input: |Ef\lsp\u:{m), 1By B
Setmo = Dand t =
fort— Lto T do
= Vi)
my i;,m. 1+ (1 f..)(n
”

# = max(de—1,v¢) and Vi = di
T =1, (o — o me/ Vo

end for

Theorem 3. For any consiant By, B2 € [0,1) such that By < \/Ba. there is a stochastic convgx
optimization problem for which ADAM does not converge to the optimal solution.

These results have important consequences insofar that one has 10 use “problemdependent” c, 5, and
order to avoid bad . problems. this typically amounts to usi
like the update in Equation (3). a different ¢, 3, and 3, for each dimension. However. this defeats the p and 5 in order to avoid bad
of adaptive methods since it requires tuning a large set of parameters. We would also like to emphasi
while the example of non-convergence is carefully constructed to demonstrate the problems in ADA)
not unrealistic to imagine scenarios where such an issue can at the very least slow down convergence.

These results have important consequences insofar that one has (0 use “problem-dependent” c fy
ior. In hi prol '

rameters. We would also like o cmph,.m/c that while the
constructed to demonstrate the problems in ADAM, it is not unrealistic to im:
such an issue can at the very least slow down convergence.

4 A NEW EXPONENTIAL MOVING AVERAGE VARIANT: ———
‘We end this section with the followim S Stated above use constan!

2
By and A, the analysis of &B aclua]]y relies on decreasing 3 over time!
Tt is quite easy o exlend amples to4he case where 3 is decreased over time, since the critical
eterd and as long as 3, is bounded away from 1, our analysis goes through.
or the :ake of c]amy< in this paper we only prove non-convergence of ADAM in the setting
f -_—

In this section, we develop a new principled exponential moving average variant and pro
analysis. Our aim is to devise a new strategy with guaranteed convergence while preservi
benefits of ADAM and RMSPROP. To understand the design of our algorithms, let us revisit the quan
in (@. For ADAM and RMSPROP. this quantity can potentially be negative. The proof in the original
of ADAM erroneously assumes that I is positive semi-definite and is hence, incorrect (refer to Appe
for more details). For the first part, we modify these algorithms to satisfy this additional constraint. La|

Figure 8: Example of Open Coding Notes for ”On the Convergence of Adam and Beyond”
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